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| ntroduction and M otivations

Definition: A mobile ad hoc network (MANET) isa
collection of mobile nodes without any infrastructure

M obile node behavior

 Mobile nodes act as hosts (running applications) and
routers (forwarding for others)

MANET architectural properties

e Autonomous nodes e Distributed operation

e Multihop routing e Dynamic topology

e Limited capabilities

Computer Science and Engineering
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MANET routing protocols

e Proactivevs. reactive ¢ Unicast vs. multicast
e One-to-one: unicasting « One-to-many: multicasting

Ad hoc networ king applications

o Establishing infrastructured networksisimpossible

or not cost effective

« Temporary networksfor urgent situations such as
battlefields, earthquake, conferencing, etc.
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| ntroduction and M otivations (cont'd)

Why multicast routing protocols?

e Same message sent to a group of mobile nodes

o Group communication in military applications
Our objective

 Develop a multicast protocol for MANETSs

e Minimizerouting overhead

Tools

e Location information (GPS-enabled mobile nodes)
e Voronol diagramsstructural properties
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Background

Voronoi diagram
o Geometrical construct defined by a discrete set of
stes (points) S={s,,S,,S;,...,S, } In the plane

* Nearest-neighbor rule: each point isassigned with
the closest region of the planeto it

* B(s.s)={pl A2|d(s.p)=d(s.p):s,slI S}: bisector
of 5 and s In S, whered: Euclidean distance function
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BaCkgr Ou nd (cont’d)

HP(s.s)={pl A 2|d(s,p) <d(s.p):s.sl S}
HP(s.s)={pl A2|d(s.p) <d(s.p):s sl S}
VR(s ,S) =C HP(s ;s ): Voronoi region of s

Boundary of a Voronoi region: Voronol edges
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BaCkgr Ou nd (cont’d)

« Theboundary of aregion hasat most n-1
Voronol edges

e Voronol regions constitute a polygonal partition
of the plane: Voronoi diagram V(S)

« V(S) =E VR(s,S): Voronoi diagramof S
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BaCkgr Ou nd (cont’d)

| l[lustrative Examples
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BaCkgr Ou nd (cont’d)

Voronol Diagram Construction Algorithms

o Straightforward approach — construct oneregion
at atimeastheintersection of n-1 half-planes b
O(n?) timefor oneregion b O(n%) time algorithm

e Divide-and-conquer algorithm P O(n log n)

e Shamosand Hoey b O(n log n) time algorithm
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Multicast Protocol Desgn

MANET modeling
« MANETscan be modeled using Voronoi diagram

Neighboring node set
* NN(s): neighboring node set of s isthe set of
MANET nodeswithin thetransmission rangeof s

Assumptions
e GPS: location information to MANET nodes
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Multicast Protocol Design (ontq)

« MANET node s broadcastsitslocation
Information when joining MANET

 When changing itslocation,a MANET node
might have to broadcast itslocation information
P decision based on its new location and current

distancesto its neighboring nodes

 Neighboring nodesreply back with their location
Information with time-to-live=1
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Multicast domain S5 P 4

« Planar region @ e

e z=(MDyr ), Where o @ 2
MD = (Xup-Ymp) & sr‘ O '.r{‘l_.-"'

« Membership tothe O By T
multicast group O @5,
d(s,MD) £, ¥

* {55,550t multicast
group wrt to's,
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Multicast Protocol Design ontd)

Authorized Forwarders

« MANET nodes,| NN(s.) isan authorized
forwarder of a multicast packet broadcast by s, if
s, sVoronol region share at least one Voronol
edge with that of MD in s/'slocalized Voronol
diagram VG, wrt to NN(s,)E {s,}E {MD}

e s, constructsitslocalized Voronol diagram wrt to
NN(S,) E 18,3 E {MD}\ (AF(S5) E {S})
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SAaloorithim: RMulticast disixibution Proitocol

Bemin

Algorlthm Swhen o sowuwsrce ode 5. sends o pacicet M o oo
S mmulticast group  BF whose snulbcas=st
S dormadin is o = [ o )
1. Comp ute the Woromoi graph 5
o Find a =ub=set of authorized forwarders
AR
=. Sapperad S "2 address and locatorn, ammd
AF amwmd curzent Hxme « b AF
A _ Brxroadcast - b A= 0
SO hern an interyme dimte node s mets AP
=. if =,y iz @ snmesnber o f M7F then
et AP and bhbxroadoast it bo AW S50
i elze if =, i= o snmesmber of AF dthemn
. Compute the Woronoei graph 5
=H. Tdentdifv a nmew sub=s=et of aunthox-ized
forwarder=s AF"
= ASappend s5;7'= address and locatbdion, amnd

e ribe AP wwdth AFT
10. EBErxoadcoast the spew B0F b A =50

11. el=e if 5, = ¢ attdmme © then

1= Comnsunrme
1=. el=se drop HJaF
14. exndif

15. exudif
1. exdif

M obile Computing and Parallel Processing L ab Computer Science and Engineering




|llustrative Example

e Assumes, wantsto send a
multicast packet to

z=(MD p)

* NN(s,) ={S,,53:84:5:5/:5 }
NN(S, ) = {S1,53:55:56:S5 }
NN(S5) = {S1,5,:53:55:55:59:S10 }
NN(Sg) = {S1,53:54:56:57:55:511 }
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lllustrative Example(com d)
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Illustrative Example(com d)

e | ocation-based multicast ————
(geocasting) provided by Y. i.-_:_:'il'F iy
Koand N. Vaidya: efficient |; o 1@ 22 o
geogr aphical multicast | . 0%
protocol for MANETS 5. ® o a7

 Thar algorithm isbased on
location and distances 5, @ @5
between mobile nodes

o |t failsin case of blank ® © o © ©
space between sour ce and L5 & h
multicast domain Blank space between source

and multicast domain
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Summary and Perspectwes

e Multicast protocol for mobile ad hoc networks
e Location information and structural properties of

Voronoi diagrams (authorized forwardersto reduce
therouting overhead)

« Mathematical analysis of the proposed protocol

o Simulation of the proposed protocol using different
mobility models (RWP, RPGM)

o Usingthisprotocol in theintegration of the MANETS
and the global Internet (providing mobile services)
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