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Abstract

We present a general model of interdomain route se-
lection to study interdomain traffic engineering. In this
model, the routing of multiple destinations can be coordi-
nated. Thus the model can capture general traffic engineer-
ing behaviors such as load balancing and link capacity con-
straints. We first identify potential routing instability and
inefficiency of interdomain traffic engineering. We then de-
rive a sufficient condition to guarantee convergence. We
also show that the constraints on local policies imposed by
business considerations in the Internet can guarantee sta-
bility without global coordination. Using realistic Internet
topology, we evaluate the extent to which routing instabil-
ity of interdomain traffic engineering can happen when the
constraints are violated.

1. Introduction

The global Internet consists of a large number of inter-
connected autonomous systems (ASes), where each AS is
administrated autonomously. Recently, ASes are increas-
ingly adopting local route selection policies to achieve their
interdomain traffic engineering objectives (e.g., [37]). We
have recently conducted an email survey of ISPs, and the re-
sults indicate that many ISPs choose routes to achieve their
interdomain traffic engineering objectives, such as satisfy-
ing the capacity constraints of links between neighboring
ASes (e.g., [4]), load-balancing interdomain traffic, and/or
minimizing cost (e.g., [21]).

Despite this emerging trend, so far there are few system-
atic studies on the stability and efficiency of the global In-
ternet with route selection for interdomain traffic engineer-
ing. As several researchers pointed out [8, 37]: “the state
of the art for interdomain traffic engineering is extremely
primitive.” Learning anecdotal incidents causing instabil-
ity in the Internet (e.g., [34]) and recognizing the poten-
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tial issues of using route selection for interdomain traffic
engineering, researchers have proposed both configuration
guidelines (e.g., [8, 37]) and alternatives/extensions to the
current interdomain routing protocol (e.g., [1,34,41]). How-
ever, since the essential features of route selection for in-
terdomain traffic engineering have not been pinpointed and
analyzed [7], it is unclear whether these guidelines and new
protocols can produce stable and efficient route selections
in the global Internet.

A major breakthrough was made recently when re-
searchers [20, 23, 24, 27, 39] proposed systematic models
to study the stability of path-vector interdomain routing. In
particular, Griffin et al. identified the existence of policy
disputes as a potential reason for routing instability. By
routing instability, they mean persistent route oscillations
even though the network topology is stable.

Although these previous models can already capture a
wide range of potential route selection behaviors for inter-
domain traffic engineering, since they require that the rout-
ing decisions of different destinations be separated, they
cannot be applied to study a large class of common traf-
fic engineering behaviors. In particular, a fundamental fea-
ture of route selection for interdomain traffic engineering in
particular and traffic engineering in general is that route se-
lection constraints (e.g., traffic assigned to a link is within
link capacity) and/or objective functions (e.g., load balanc-
ing) involve the route selection of multiple destinations.
Thus, in route selection for interdomain traffic engineering,
whether a route will be chosen by an AS for a given desti-
nation will depend on what routes are available or chosen
for other destinations. For example, if an AS selects routes
for each destination independently without considering the
chosen/available routes of other destinations, in the worst
case it may choose the same access link for all destinations,
violating link capacity constraints and/or causing load im-
balance. By requiring that the routing of each destination
be separated, the previous models apply only to a network
where there is no AS whose routing policies require it to
coordinate its route selection to multiple destinations.

In this paper, we first identify that there exist networks
where the coordination of the route selection of multiple
destinations due to interdomain traffic engineering consid-
erations can cause routing instability, even though the net-
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works are guaranteed to converge for each destination when
each AS uses a projected consistent ranking table (projected
from the joint ranking table for multiple destinations with
lower-ranked duplicate entries removed). The identification
of such routing instability shows that a general route selec-
tion model is needed to analyze the stability of route selec-
tion for interdomain traffic engineering. Motivated by this
need, we propose a route selection model where each AS
can partition the destinations into a set of disjoint subsets,
and route selection for the destinations in each subset is co-
ordinated, while route selection for destinations in different
subsets is independent. This model is very general and is
the first general model which captures the essence of route
selection for interdomain traffic engineering.

Using this model, we first analyze the stability of path-
vector interdomain routing when ASes choose egress routes
to achieve interdomain traffic engineering objectives. We
call this problem the stable route selection for egress inter-
domain traffic engineering problem. We propose the con-
struction of P-graphs, and derive sufficient conditions based
on P-graphs to guarantee convergence of route selections
for interdomain traffic engineering.

We also investigate the efficiency of route selection for
interdomain traffic engineering. We show an example with
multiple stable route selections but one of them is not Pareto
optimal. As a contrast, when each destination is routed
independently, BGP produces Pareto optimal routing so-
lutions [5]. These results clearly demonstrate the intrin-
sic challenges of route selection for interdomain traffic en-
gineering in a generic network. It will be challenging to
achieve stable and efficient outcomes for general networks
even when ASes adopt explicit negotiations.

The route selection of Internet has its own special prop-
erties. Applying our general results, we investigate whether
route selection for interdomain traffic engineering can lead
to routing instability in Internet-like environments. We
prove that, if there is no provider-customer loop in the net-
work, each AS follows the typical export policy, and AS
ranking of routes follows the standard joint-route prefer-
ence policy, then the convergence and uniqueness of route
selection for egress interdomain traffic engineering can be
guaranteed. This result is particularly pleasant and some-
how surprising in that the conditions of the result are highly
likely to be satisfied in the current Internet due to the ISP
economy of the current Internet.

We complement the preceding analysis with extensive
simulations to investigate the likelihood of instability when
the three conditions are violated (e.g., when some ASes give
non-economic considerations higher priority over economic
considerations). Specifically, we use current Internet BGP
routing tables to infer the AS-level topology and AS busi-
ness relationships. We then conduct simulations using the
inferred Internet topology. We show that even with a small
number of ASes coordinating route selection for just a small
number of destinations, we can observe instability.

The rest of this paper is organized as follows. In Sec-
tion 2, we discuss related work. In Section 3, we study route
selection for egress interdomain traffic engineering. In Sec-
tion 4, we show that the constraints imposed by Internet
business considerations lead to unique stable egress route

selection for interdomain traffic engineering. In Section 5,
we present evaluations of route selection for interdomain
traffic engineering. Our conclusion and future work are in
Section 6.

2. Related Work

There is a large body of literature on interdomain route
selection where each destination is considered separately.
In particular, researchers have conducted extensive evalua-
tions (e.g., [15,22,29,30,45]) and theoretical analysis (e.g.,
[9, 23, 26, 27, 39]) on the stability of BGP route selection.
Griffin et al. [24] show that “policy disputes” can cause
persistent route oscillations. Griffin and Wilfong [25] then
propose a protocol called SPVP3 that can detect oscilla-
tions caused by policy disputes at run time using “path his-
tory.” SPVP3 is guaranteed to converge if routes whose path
history contain cycles are suppressed. Feamster et al. [9]
study routing systems with ranking independence and un-
restricted filtering; they show that any routing system that
has a “dispute ring”, a special type of dispute wheel, is not
safe under unrestricted filtering and that ASes are essen-
tially required to rank routes based on AS-path lengths in
order to guarantee convergence with ranking independence
and unrestricted filtering. Gao and Rexford [19,20] observe
that, if every AS considers each of its neighbors as either
a customer, a provider, or a peer, and obeys certain local
constraints on preferences and export policies, then BGP is
guaranteed to converge. Generalizing the above commer-
cial relationships of ISPs to a class-based system, Jaggard
and Ramachandran [26] show that a global constraint that
guarantees convergence can be enforced by a distributed al-
gorithm. The major difference between our model and the
previous studies is that the previous studies consider only
a network where there is no AS whose routing policies re-
quire it to coordinate the route selection of multiple desti-
nations. Thus the route for each destination can be chosen
regardless of the chosen/available routes of other destina-
tions. As a result, the routing decisions for the destinations
can be separated. In this paper, we investigate the effects
of the coordination of route selection among multiple desti-
nations, which is an essential feature of interdomain traffic
engineering that has been missing in previous studies.

Traffic engineering has traditionally been focused on
intra-domain (for a good survey, please see [16, 17]). There
is an increasing interest in tuning BGP attributes for in-
terdomain traffic engineering [37]. However, most of the
previous work focuses on the configuration of either a sin-
gle AS (e.g., [4, 10, 21]) or between two neighboring ASes.
In particular, researchers have conducted extensive theo-
retical analysis (e.g., [28]) and experimental evaluations
(e.g., [42, 43]) of hot-potato routing, which is a scheme of
exit route selection between two ASes. Recognizing the po-
tential unpredictable nature of interdomain BGP traffic en-
gineering involving multiple ASes, Feamster et al. [8] pro-
pose guidelines to restrict route selection so that its impact
on the traffic flow is predictable.

There is another line of research that proposes exten-
sions/alternatives to BGP (e.g., the mechanism-design ap-



proach by Feigenbaum et al. [11–13], the negotiation pro-
tocol by Mahajan et al. [33–35], the BGP pricing approach
by Afergan and Wroclawski [1], the Hybrid Link-state Path-
vector (HLP) approach by Subramanian et al. [41]). To
assess the applicability and effectiveness of these new so-
lutions to interdomain traffic engineering, we need to un-
derstand the intrinsic problems of route selection for inter-
domain traffic engineering. The objective of this paper is
to pinpoint these problems; thus it can serve as a motiva-
tion for the initiation of these studies. It could also provide
new insight to these studies. For example, we will show
that the solutions may not be Pareto optimal if negotiation
happens only between two neighboring ASes; this indicates
that, for efficient route selection, current proposals of nego-
tiation protocols (e.g., [33]) need to be extended to handle
much more general settings.

3. Route Selection for Egress Interdomain
Traffic Engineering

3.1. Motivation

As we pointed out in Section 1, major ISPs are already
coordinating the route selection of multiple destinations in
their interdomain route selection. A very simple illustrative
example is shown in Figure 1.
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Figure 1. Egress load balancing: an example
motivating the need for coordinated route se-
lection.

In this example, the majority of the traffic of S goes to
two destinations D1 and D2. Assume S wants to balance
its outgoing traffic. Thus, it wants to choose a combination
of routes for destinations D1 and D2 such that they use dif-
ferent neighbors, if possible, to have low utilization on the
two links SA and SB. We refer to a combination of routes
for D1 and D2 as a route profile. Since S may not know in
advance the routes it will learn from its neighbors A and B,
or the routes that A and B will export to S can be dynamic
given network dynamics, S needs an automatic method to
pick the best route profile from currently available routes.

One method that an AS can specify its preference is to
use a policy language. An example policy can be: if D1

and D2 use different links, assign a base local preference of
100; otherwise, a base local preference of 0. If D1 uses link
SA, add 10 to local preference. If D2 uses link SB, add
5 to local preference. A traffic engineering program then
picks the available route profile with the highest preference.

Another method that an AS can specify its preference is
to define an interdomain traffic engineering objective func-
tion (e.g., minimize the maximum of the utilization of the

two links for this case). An advantage of using an objec-
tive function is its compact representation. Given the objec-
tive function, link capacities and traffic demands, a traffic
engineering program computes the best route profile from
currently available routes. Note that computing an opti-
mal solution might be computationally expensive in some
cases (e.g., when the underlying problem is NP-hard). To
reduce complexity, an AS might use approximation algo-
rithms. Another method to reduce complexity is to consider
the coordination of only a small set of important destina-
tion prefixes (e.g., the “elephants” [14,36,44]). The routing
of the remaining destination prefixes then will be handled
individually.

To capture the essence of various methods of implement-
ing route selection for interdomain traffic engineering, for
the purpose of analysis, we assume that each AS partitions
the destinations into arbitrary subsets. For each subset, the
AS has a ranking table1, which lists, in decreasing order,
all of the potential route profiles of the destinations in the
subset. Consider again the example at the beginning of this
section. AS S coordinates the route selection of destinations
D1 and D2. S may rank different route profiles according
to the maximum of the utilization of the two access links.
Its ranking can be represented, for the purpose of analy-
sis, by a ranking table as shown in Figure 1, where each
row is a potential route profile (i.e., a combination of routes
for D1 and D2). For example, the best route profile for S
is (SAD1, SAD2); that is, S uses SAD1 for destination
D1, and SAD2 for destination D2. The worst route pro-
file is SBD1 and SBD2. Thus, if the route profile (SAD1,
SAD2) is available, S will choose it. On the other hand,
if the only available route profile is (SBD1, SBD2), S has
no other choice but to use it.

3.2. Problem Formulation

We first state the assumptions we shall make in this sec-
tion. We assume a connected network with the underly-
ing infrastructure being stable so that we can focus on the
effects of interdomain traffic engineering policies. We as-
sume that there is only one link between two neighboring
ASes; that is, we consider AS level routing only2. We as-
sume that each AS has a static export policy (e.g., dictated
by business contracts or common practice). For scalabil-
ity, each AS may coordinate the route selection of only a
subset of its destinations (e.g., the “elephants” [14, 36, 44]).
More generally, an AS can have a set of disjoint subsets of
destinations, and route selection of each subset is coordi-
nated, while route selection of different subsets is indepen-
dent. Each AS chooses the best available routes in order to
achieve its own interdomain traffic engineering objectives.
We assume that, the preference of an AS depends only on

1The existence of a ranking table is conceptual and for the purpose of
analysis. If the route selection behavior of an AS is consistent when faced
with different sets of available routes, a ranking table can be constructed
accordingly.

2In the more general case, different border gateway routers in the same
AS might choose different paths of ASes to reach the same destination. As
in previous work, we do not consider this scenario in this paper and leave
it as future work.



the route from the AS itself to the destinations. In other
words, the ASes are conducting egress interdomain traffic
engineering, which is one of the major tasks of ISP inter-
domain traffic engineering [7]. Note that we can further
extend this model and study route selection for general in-
terdomain traffic engineering, in which case the route from
each source to the AS itself also matters. For initial results,
please see [47]. Note also that in a more general case, the
preference of an AS on a route may also depend on routes
that do not pass through the AS itself. For example, these
routes may share common links with the route chosen by
this AS and thus cause congestion. We do not consider this
problem and leave it to the study of the general congestion
game [6].

Now we formally define the stable route selection for
egress interdomain traffic engineering problem. Before
defining stable route selection for egress interdomain traf-
fic engineering, we first introduce some basic concepts and
define our BGP system model and protocol/process model.

The network topology is represented by a simple undi-
rected graph G = (V,E), where V = {1, . . . , N} is the set
of ASes and E the set of interdomain links.

A path P in G is either the empty path, denoted by ε,
or a sequence of ASes (vk, . . . , v1, v0), where k ≥ 0 is the
length of the path, such that (vi, vi−1) ∈ E,∀i = k, k −
1, . . . , 1. When k = 0, P = (v0) represents the trivial path
from AS v0 to itself. Each nonempty path P has a direction
from vk to v0, and P [vi, vj ] denotes the subpath of P from
vi to vj , ∀k ≥ i > j ≥ 1. If P and Q are two nonempty
paths such that the first AS in Q is the same as the last AS in
P , then PQ denotes the path formed by the concatenation
of these two paths.

We denote by Ri→ the set of paths originating from AS i,
and R→i the set of paths terminating at AS i. Also, Ri→j =
Ri→ ∩ R→j denotes the set of paths from AS i to j.

Suppose i and j are two neighboring ASes. As a path
P is exported from j and imported into i, it undergoes two
transformations. First, P1 = export(i, j, P ) represents
the application of export policies of j to P , which includes
possibly prepending j multiple times to P or filtering out
P altogether. Second, P2 = import(i, j, P1) represents
the application of import policies of i to P1. In particular,
import policies at i will filter out any path that contains i
itself. The collective effects of these transformations can
be represented by the peering transformation, pt(i, j, P ),
defined as

pt(i, j, P ) = import(i, j,export(i, j, P )).

The peering transformation represents the import/export
policies of all ASes in the network.

Each AS i attempts to establish a path to each destination
in a given set Di. A network route selection is a function
r that maps each pair of ASes i ∈ V and j ∈ Di to a
path r(i, j) ∈ Ri→j . We interpret r(i, j) = ε to mean
that i is not assigned a path to j. We refer to an element
in the product space Πj∈Di

Ri→j as a route profile of AS
i, denoted by ri, which consists of a profile of routes to
all destinations in Di. When ri consists of only routes to
a subset D ⊆ Di of destinations, we call it a partial route

profile, denoted by rDi . We denote by rDi (j) the path to
destination j (∈ D) available in the partial route profile rDi .
Furthermore, we denote by

RD
i (P) = {rDi |rDi (j) ∈ Pi→j ,∀j ∈ D}

the set of all possible partial route profiles for AS i with
paths to destinations in D drawn from a set P of available
paths.

For the purpose of traffic engineering, ASes would like
to coordinate their route selection. A general and reason-
able approach for an AS i to coordinate route selection is
to partition the set of destinations, Di, into a family of Ni

disjoint subsets Dik, where k = 1, . . . , Ni. For each subset
Dik, AS i chooses routes jointly for all destinations in Dik.
This coordinated route selection for destinations in Dik can
be captured by a route selection function σDik

i , which maps
a set of available paths to a partial route profile for destina-
tions in Dik. In this paper, we focus on the model of route
selection which can be represented by a linear preference
order. Specifically, each AS i has a ranking function λDik

i
for each Dik, which maps partial route profile to a totally
ordered set Λ. Given a set P of available paths, the route
selection function σDik

i simply selects the available partial
route profile with the highest rank, i.e.,

σDik
i (P) = arg max

r∈RDik
i (P)

λDik
i (r).

AS i determines its route profile ri by selecting a partial
route profile for each Dik independently; that is,

ri = σi(P), such that rDik
i = σDik

i (P),∀k = 1, . . . , Ni.

We emphasize that the ranking functions λDik
i are just gen-

eral representations of some more compact representations
such as objective functions or policy languages.

To summarize the preceding definitions, we denote a
BGP system by a quintuple S = (G,pt, σ, D, P̃), where
G = (V,E) is the topology of a network, pt is a peering
transformation defined on G, D = {Di|i ∈ V }, σi is the
route selection function of AS i, and P̃ = {P̃i|i ∈ V },
where P̃i is the set of feasible paths from i to destinations
in Di.

Routing
Cache

Ranking
Table

Export

Export
Policy

neighbors
routes from
Non−filtered

Select Best
Available

Route Profile

Figure 2. The protocol/process model of route
selection for interdomain traffic engineering.

Given our BGP system model, we now define our pro-
tocol/process model. Figure 2 shows the standard proto-
col/process model of interdomain route selection [20,23,24,



27, 39], naturally extended to multiple destinations. Specif-
ically, each AS maintains a routing cache Ai of currently
available routes exported by its neighbors. AS i selects a
route profile ri from its routing cache Ai using its route
selection function σi as defined above3, which will then be
used by i to route packets. Sometime we refer to this chosen
route profile as the installed route profile. If ri(j) is differ-
ent from the previously selected route to j, i then withdraws
the previous route, and exports the new route to the neigh-
bors that are allowed to receive this route according to i’s
export policy. We assume that BGP route update messages
between neighboring ASes are delivered in FIFO order and
reliably. This is reasonable as the messages are sent via
TCP. We also assume that each message will be processed
in a bounded time.

Given the above description of the protocol/process
model of interdomain route selection, we now define the
notion of a stable network route selection. For a given net-
work route selection r, the set candidates(i, r) consists
of all available paths at AS i that can be formed by extend-
ing the routes chosen by neighbors of i; that is,

candidates(i, r) = {pt(i, j, rj(k))|(i, j) ∈ E, k ∈ Dj}.
The network route selection r is stable if no AS i can choose
a higher ranked route profile from candidates(i, r); for-
mally, r is stable if and only if

ri = σi(candidates(i, r)), for all i ∈ V.

We also call a stable network route selection a stable route
solution or solution for short.

Finally, a network is robust if BGP protocol is guaran-
teed to converge even with arbitrary node/link failures.

3.3. Multi-Destination Interactions Can Cause
Instability

As we pointed out in Section 1, coordinated route selec-
tion of multiple destinations due to interdomain traffic en-
gineering can cause routing instability. Figure 3 is one such
interesting example. The export policies of A and B follow
the typical export policies [18, 20]: 1) each AS exports to
its providers only its own routes and those learned from its
customers, but not the routes learned from its peers or other
providers; 2) each AS exports to its customers all routes it
has; 3) each AS exports to its peers its own routes and those
it learned from its customers, but not those learned from its
providers or other peers.

We first consider each destination separately. Specifi-
cally, for each destination, we obtain a ranking of routes
from each AS to that destination by projecting the ranking
table of the corresponding AS onto the destination. When a
route appears more than once in a projected ranking table,
we keep the one ranked highest and remove other occur-
rences with lower ranks so that the ranking table is consis-
tent. We refer to a ranking table derived by applying the

3Due to computational complexity, for some formulations of interdo-
main traffic engineering, it could be the case that only approximate solu-
tions can be obtained. We leave this consideration as future work.
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Figure 3. An example network which has no
stable route selection. For clarity, only the
highest three route profiles of A and B are
shown.
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Figure 4. The BGP update process of the net-
work in Figure 3.

preceding projection and pruning operations as a projected
consistent ranking table.

In the example network in Figure 3, for destination D1,
A has ABD1 and AG1G2D1, and B has BD1 and BFD1,
respectively, as the two highest route profiles in their pro-
jected consistent ranking tables. Consider this combination
of route preference for D1. The network has a stable route
solution of ABD1 and BD1 for A and B, respectively. One
can also verify that if we consider D2 alone, the network
has a stable route solution of AED2 and BH1H2D2 for
A and B, respectively. Thus, if there were no interaction
among destinations, A and B would settle to the stable solu-
tions of (ABD1, AED2) and (BD1, BH1H2D2), respec-
tively. Note that in the projected consistent ranking tables
in this example, there exists no pair of ASes that have peer-
provider relationship, and peer routes can have the higher
ranking than customer routes4. Therefore, both Assump-
tion P and Guideline B in [20] are satisfied in the example,
and the network converges on each destination alone.

Next we consider coordinated route selection for both
destinations. The above solutions obtained by considering
each destination alone are no longer stable. For example, B
will not choose (BD1, BH1H2D2) since this route profile
has a lower rank. Note that for clarity, we show only the
highest three route profiles of A and B in Figure 3. One can
verify that the network has no stable solution at all. Specif-
ically, we observe that the export policies of the ASes make
the route profile (AG1G2D1, AD2) alway available to A.
Thus to see that the network has no stable solutions, we just
need to verify that there is no stable route solution when A
chooses (AG1G2D1, AD2) or (ABD1, AED2). Clearly,
there is no stable solution for (AG1G2D1, AD2) since if A
chooses (AG1G2D1, AD2), B will choose (BD1, BAD2);
this causes A to change to (ABD1, AED2). However,

4As in [20], a peer route is preferred over a customer route if and only
if they have the same local preference and the peer route is shorter in path
length.



there will be no stable route selection for (ABD1, AED2)
neither. To make (ABD1, AED2) available to A, B must
choose BD1 for D1. Since (BFD1, BH1H2D2) is al-
ways available to B, it must be the case that B chooses
(BD1, BAD2). However, this requires A to choose AD2,
which is inconsistent with (ABD1, AED2). Thus, the net-
work has no stable route selections due to destination inter-
action! Figure 4 shows the BGP update process.

3.4. Stable, Robust Route Selection and Protocol
Convergence

Given that multi-destination interactions can result in in-
stability, we next derive a sufficient condition that can guar-
antee stable, robust route selection and protocol conver-
gence.

3.4.1 Representation of protocol execution

Based on the protocol/process model described in Sec-
tion 3.2, we adopt the following representation of an arbi-
trary protocol execution. We assume that the BGP update
messages are delivered reliably and in FIFO order, and the
protocol is fair [24]. We assume a total ordering of events;
that is, we assign a unique index from T = {0, 1, 2, . . .} to
each event so that the assignment is consistent with the log-
ical “happen before” relation among events [32]. We have
the following three types of events in our system: type 1)
send a route update message; type 2) receive a route update
message and update the route in the cache that is affected
by the route update message; and type 3) select the highest-
ranked route profile and install it as the current route profile.
For ease of description, we refer to the ordering as time from
now on. Specifically, when we write time t, we mean the in-
dex t assigned to an event in the total ordering. Let r[t] be
the network route selection at time t, then an arbitrary exe-
cution of the protocol can be represented by a sequence of
network route selections, {r[t]}t∈T .

3.4.2 Self-contained BGP subsystem

A stable network route selection as defined in Section 3.2
is a network-wide concept, where the route from any source
to any destination is required to be stable. In a large net-
work, however, it may well be the case that some routes
have become stable, while others are still oscillating. It is
of theoretical and practical interests, therefore, to consider
partial convergence in a large network.

To capture this intuitive idea of partial convergence, we
introduce the notion of a self-contained BGP subsystem. A
BGP subsystem is a BGP system where the set Di may not
contain all of the destinations that AS i attempts to establish
a route to. In a BGP subsystem, we restrict our attention to a
subset of destinations for AS i, particularly those to which
the routes may become stable. AS i may have routes to
other destinations, but these routes are not of our interests.
We do have a requirement, however, on which destinations
and routes can be left out. Intuitively, we wish to omit only
those routes that will not be chosen after some finite time.

Formally, the BGP subsystem S is self-contained if there
exists Pi ⊆ P̃i for all i ∈ V , such that

1. there exists t, such that for all t′ > t and i ∈ V , ri[t′] ∈
RDi

i (Pi);

2. Pi ⊆ {pt(i, j,Q)|(i, j) ∈ E,Q ∈ Pj}, for all i ∈ V .

A self-contained BGP subsystem is represented by S =
(G,pt, σ, D, P̃, P), or sometimes SP for short when the un-
derlying BGP system S is clear from context.

3.4.3 P-graph and P-cycle

We now introduce the notion of a P-graph to capture the
interaction of interdomain traffic engineering policies of
multiple ASes in a self-contained BGP subsystem S =
(G,pt, σ, D, P̃, P). The notion of a P-graph is motivated
by the partial order graph of Griffin et al. [23], but general-
ized to interdomain traffic engineering.

A P-graph is a directed graph constructed as follows. For
each AS i and each Dik, there is a node which corresponds
to each possible partial route profile rDik

i ∈ RDik
i (Pi).

Note that we do not consider partial profile formed by paths
in P̃i \ Pi. There are two types of directed edges in a P-
graph. The first type of edges are improvement edges. There
is an improvement edge from node r̃Dik

i to r̂Dik
i if i prefers

r̂Dik
i to r̃Dik

i (i.e., λDik
i (r̂Dik

i ) > λDik
i (r̃Dik

i )). The second
type of edges are sub-path edges. There is a destination D

sub-path edge from a node rDik
i to another node r

Djl

j if the

path r
Djl

j (D) from j to D is a sub path of the path rDik
i (D)

from i to D. Note that in this case D ∈ Dik ∩ Djl.
A P-cycle is a loop in the P-graph of the following spe-

cial format: one or more improvement edges, followed by
one or more sub-path edges of the same destination, then
followed by one or more improvement edges, and so on.
For example, Figure 5 shows the P-graph and the P-cycle
for the example of Figure 3. Note that there may be triv-
ial loops in a P-graph which are not of the format of a P-
cycle. For example, the loop consisting of (BD1, BAD2),
(AG1G2D1, AD2) and (ABD1, AED2) is not a P-cycle,
since there are two consecutive sub-path edges of different
destinations.

(ABFD1 , AED2)

(AG1G2D1 , AD2)

(ABD1 , AED2)

(BD1 , BAED2)

(BFD1 , BH1H2D2)

(BD1 , BAD2)

Improvement link

P-cycle

Destination D1 subpath link

Destination D2 subpath link

Figure 5. The P-graph and P-cycle of the net-
work in Figure 3. For clarity, only the high-
est three route profiles and their improvement
links are shown.



3.4.4 BGP protocol convergence

We next apply the notion of P-graph to establish a sufficient
condition for BGP protocol convergence. We first state the
following lemma:

Lemma 1 If a self-contained BGP subsystem SP does not
converge, then there is a P-cycle in the corresponding P-
graph.

Proof: As outlined in Section 3.4.1, we represent an ar-
bitrary execution of the protocol by a sequence of network
route selections, {r[t]}t∈T . Let ru[t] be the route profile of
AS u at time t. To simplify notation, in the following proof,
we will abbreviate rDuk

u as rk
u, and λDuk

u as λk
u. Let Rk

u[∞]
be the set of partial route profiles which u chooses infinitely
often for Duk; that is, Rk

u[∞] = ∩t∪t′≥t{rk
u[t′]}. There ex-

ists tf such that for any u and any t > tf , rk
u[t] ∈ Rk

u[∞].
In other words, after tf , routes which are chosen only a
finite number of times will no longer appear. It follows
from condition 1 of a self-contained BGP subsystem that
Rk

u[∞] ∈ RDuk
u (Pu). If the BGP process does not con-

verge, then there exists a set O of ASes such that for each
AS u ∈ O, |Rk

u[∞]| ≥ 2 for some k. These are the ASes
that have persistent oscillating partial route profiles. Since
the set Rk

u[∞] is finite, we have the following observation:

Proposition 2 For any t > tf , there exists t′ > t, such that
λk

u(rk
u[t′ − 1]) > λk

u(rk
u[t′]); that is, u will change from a

higher-ranked partial route profile for destinations in Duk

to a lower-ranked one infinitely often.

We shall construct a P-cycle as follows. We start from an
arbitrary u0 ∈ O. By Proposition 2, there exists k0 and t0 >
tf , such that λk0

u0
(rk0

u0
[t0]) < λk0

u0
(rk0

u0
[t0 − 1]). Thus there

is an improvement edge from partial route profile rk0
u0

[t0] to
rk0
u0

[t0 − 1].
The only reason for u0 to change from a higher-ranked

partial route profile rk0
u0

[t0 − 1] to a lower-ranked partial
route profile rk0

u0
[t0] is that, some time before t0, a route P

to some destination d ∈ Du0k0 in rk0
u0

[t0 − 1] is withdrawn
by a BGP update message from u’s neighbor v. Let P [v, d]
denote the sub-path of P from v to d. Thus there exists
some tf < t1 < t0 and k such that v processes a type
3 event at time t1 and changes from a partial route profile
rk
v [t1 − 1] containing P [v, d] to a partial route profile rk

v [t1]
which does not contain P [v, d].

There are two possible reasons for this change of v:

1. AS v ranks rk
v [t1] higher than rk

v [t1 − 1]. In this case,
let r̃k

v = rk
v [t1 − 1] and r̂k

v = rk
v [t1 − 1], we have

λk
v(r̃k

v ) < λk
v(r̂k

v ).

2. AS v ranks rk
v [t1] lower than rk

v [t1 − 1]. There are two
sub-cases to consider:

(a) At time t1, path P [v, d] is still available to v. In
this case, let r̂k

v = rk
v [t1], and let r̃k

v be the par-
tial route profile formed by replacing the route
to destination d in rk

v [t1] with P [v, d]. Because

r̃k
v is an available route profile to v at time t1,

but v chooses r̂k
v instead, thus we have λk

v(r̃k
v ) <

λk
v(r̂k

v ).
(b) At time t1, path P [v, d] is no longer available

to v. Let P [v, d] = (v, w)P [w, d], thus v must
have received a BGP update message withdraw-
ing P [w, d] from w. In this case, we take w as v,
and repeat the argument. Since there are only a
finite number of ASes on P , eventually we will
come across v′ where P [v′, d] is still available to
v′, in which case, we end up with case (2a).

Therefore, we can always find an AS v, a destination
d ∈ Du0k0 ∩ Dvk, and two partial route profiles r̃k

v and
r̂k
v , such that r̃k

v (d) is a sub-path of rk0
u0

[t0 − 1](d), and
λk

v(r̃k
v ) < λk

v(r̂k
v ). Because the BGP subsystem is self-

contained, the fact that rk0
u0

[t0 − 1] ∈ RDu0k0
u0 (Pu0) implies

that both r̃k
v and r̂k

v must also be in RDvk
v (Pv). Thus, there

is a destination d sub-path edge from rk0
u0

[t0 − 1] to r̃k
v , fol-

lowed by an improvement edge from r̃k
v to rk

v . After time
t1, v may go through zero or more higher-ranked partial
route profiles (thus one or more improvement edges in the
P-graph). By proposition 2, eventually we will have a time
t2 > t1 such that, λk

v(rk
v [t2 − 1]) > λk

v(rk
v [t2]). Denote this

v by u1. Repeating the above reasoning on u1’s change at
time t2, we can construct a path with alternating improve-
ment edges and sub-path edges in the P-graph. Since the
P-graph is a finite graph, eventually we will form a P-cycle.

Lemma 1 immediately leads to the following sufficient
condition for convergence in a self-contained BGP subsys-
tem.

Corollary 3 If the P-graph of a self-contained BGP sub-
system SP has no P-cycle, then the BGP protocol converges
on destinations in Di for all AS i ∈ V . In addition, let
r∗ be the network route selection after convergence, then
r∗i ∈ RDi

i (Pi) for all i ∈ V . Furthermore, the BGP sub-
system is guaranteed to be robust.

The robustness result follows easily from the fact that
node/link failures will not introduce any new P-cycle.

One can extend the proof in [24] to show that, the con-
verged route selection is stable (by proving that the state
are kept consistent during protocol execution in a multiple
destination setting); that is, each AS’s route profile is the
highest ranked among all valid route profiles that can be
constructed from the exported highest ranked route profile
of each of its neighbors (subject to export policies).

3.4.5 Composition of self-contained BGP subsystems

In order to establish BGP protocol convergence for the
whole network, we can directly apply Corollary 3 on the
whole BGP system, since the whole BGP system is trivially
a self-contained BGP subsystem. Sometimes, however, it
may be more convenient to first establish BGP protocol con-
vergence for two or more non-trivial self-contained BGP



subsystems, and then compose these subsystems to obtain
convergence for the whole system.

There are two methods to compose two self-contained
BGP subsystem S1 = (G,pt, σ, D(1), P̃(1), P(1)) and S2 =
(G,pt, σ, D(2), P̃(2), P(2)).

The first type of composition is parallel composition.
In this type of composition, S1 and S2 are disjoint in the
sense that BGP protocol convergence on D

(1) and D
(2) are

totally independent. Specifically, parallel composition re-
quires that D(1)

i ∩ D(2)
i = ∅, for all i ∈ V . Note that this

also implies that P̃(1)
i ∩ P̃(2)

i = ∅ and P(1)
i ∩ P(2)

i = ∅.
If we manage to establish convergence of S1 and S2, it
follows immediately that BGP protocol also converges on
D(1)

i ∪ D(2)
i for all i ∈ V .

The second type of composition is sequential composi-
tion; that is, BGP protocol converges on D

(1) first, and for
any converged partial route profile for D

(1), routes to desti-
nations in D

(2) will also converge. Sequential composition
requires two conditions. we define some notations to for-
malize the conditions. For any stable route selection r̂(1) for
S1, let P̃

(2)|r(1)=r̂(1) be the subset of P̃
(2) such that paths to

destinations in D
(1) is given by r̂(1); that is, P̃

(2)|r(1)=r̂(1)

is the restriction of P̃
(2) by r̂(1). Also define P

(2)|r(1)=r̂(1)

in a similar way. Let S2|r(1)=r̂(1) be the BGP subsystem
(G,pt, σ, D(2), P̃(2)|r(1)=r̂(1) , P(2)|r(1)=r̂(1)). Formally, se-
quential composition requires the following two conditions:
1) D(1)

i ⊆ D(2)
i ,∀i ∈ V ; 2) for any r̂(1), S2|r(1)=r̂(1) is a

self-contained BGP subsystem. If we manage to show that
BGP protocol converges on S1 and S2|r(1)=r̂(1) for any sta-
ble r̂(1), we can be sure that BGP protocol will eventually
converge on D(2)

i for all i ∈ V .
We will see an example of sequential composition of two

self-contained BGP subsystems in Section 4.

3.5. Network with non-Pareto Optimal Solution

It is important that a stable route selection for interdo-
main traffic engineering be Pareto optimal; namely, there
does not exist another stable route solution where each AS
has a higher ranked route profile. In [5], Dakdouk et al.
study interdomain routing from the social choice perspec-
tive and show that the social choice correspondence of BGP
satisfies Pareto optimality property in the domain of strict
route preferences. In other words, when the routing for mul-
tiple destinations is not coordinated, any stable route selec-
tion computed by BGP protocol is Pareto optimal.

However, we next show that when routing for multiple
destinations is coordinated, a stable route selection for in-
terdomain traffic engineering can be non-Pareto optimal.
Figure 6 shows such an example. This example is partic-
ularly interesting in that it has two stable route solutions, as
shown in Figure 7, and the solution at the second row is not
even Pareto optimal. This example demonstrates again the
new challenges facing route selection for interdomain traffic
engineering. It also points out challenges in designing new
interdomain routing protocols considering interdomain traf-

fic engineering. For example, to be effective, negotiation-
based route selection [35] may involve more than two par-
ties.

Provider−to−customer

D1

2DC
AB

F

(  CD  , CBAD )21
(CFD  , CD      )1

(  BCD  , BAD  )
(  BD  , BCD   )21

(ABCD  , AD  )1
(  AD  , ACD   )21

2

1

2

2

Figure 6. An example with two solutions but
one of them is not Pareto optimal.

A B C

Solution 1 (ABCD1, AD2) (BCD1, BAD2) (CD1, CBAD2)
Solution 2 (AD1, ACD2) (BD1, BCD2) (CFD1, CD2)

Figure 7. Two stable route selections for the
network in Figure 6.

4. Stable Egress Route Selection without
Global Coordination

The preceding section presents a sufficient condition to
guarantee the convergence of route selection in a general
network. The condition depends on checking P-cycle. In
practice, it is difficult to obtain P-graph and check whether
it contains a P-cycle. This is due to the fact that BGP is a
distributed protocol, and generally ASes do not share their
traffic engineering policies. Also, the preceding section
considers general networks, while in the current Internet,
the route selection policies of the ASes are not general, but
are highly likely to be constrained by their business consid-
erations. The question we will investigate in this section,
therefore, is whether such constraints can lead to stability.

The constraints imposed by business considerations were
first systematically studied by Gao and Rexford [19, 20].
Specifically, they observed that the business considerations
of ASes in current Internet imply that ASes follow the typ-
ical export policies (please see Section 3.3 for definition).
Typical export policies imply that instead of arbitrary valid
routes, valid routes in the Internet have the following pat-
terns [20]: a provider-customer link can be followed only
by provider-customer links, and a peer link can be followed
only by provider-customer links. Accordingly, we divide
the routes from an AS i to a destination d into three cate-
gories:

• Customer route: each link along a customer route is a
provider-customer link.

• Peer route: the first link along a peer route is a peer
link, and the remaining links are all provider-customer
links.

• Provider route: the first link is a customer-provider
link, and the remaining route consists of zero or mul-
tiple customer-provider links, followed by zero or one
peer link, and then zero or multiple provider-customer
links.



Hereafter, we denote by rC
i→d, rE

i→d, and rP
i→d an in-

stance of customer, peer, and provider route, respectively.
Similarly, we denote the set of customer, peer, and provider
routes by RC

i→d, RE
i→d, RP

i→d, respectively. We can further
divide the set Di of destinations of an AS i into three cate-
gories, given that the above two constraints are satisfied:

• Customer-reachable destinations: these destinations
are direct or transitive customers of AS i. Let DC

i be
the set of customer-reachable destinations of AS i. We
have DC

i = {d|RC
i→d 
= ∅}.

• Peer-provider-reachable destinations: these destina-
tions are direct or transitive customers of one of AS i’s
peers or providers, but they are not direct or transitive
customers of AS i. Let DE

i = {d|RE
i→d 
= ∅} − DC

i

be the set of peer-reachable destinations, and DP
i =

Di − DC
i − DE

i the set of provider-reachable desti-
nations. We call DEP

i = Di − DC
i the set of peer-

provider-reachable destinations of AS i.

Given the above definitions of different types of routes,
Gao and Rexford [19, 20] observe that business consid-
erations imply that an AS prefers customers routes over
peer/provider routes. We call such route preference,
namely, customer routes � peer/provider routes, the stan-
dard individual-route preference policy. Assuming the stan-
dard export policy, the standard individual-route prefer-
ence policy, together with the assumption that there is no
provider-customer loop (PC-loop for short) in the business
relationships formed by ASes, Gao and Rexford prove that
these conditions guarantee convergence in the global Inter-
net.

A potential issue of their analysis is that their route se-
lection model assumes that there is no coordination among
destinations. However, as we discussed in the preceding
sections, in the current Internet, ISPs are increasingly adopt-
ing coordinated route selection policies to achieve their in-
terdomain traffic engineering objectives. Given such coor-
dination, we need to re-evaluate AS route selection behav-
iors and investigate whether they lead to stability. Specif-
ically, we need to reevaluate how the standard individual-
route preference policy will change if an AS coordinates
its routes to multiple destinations. If economics is the first
consideration, then it is still reasonable that an AS will pre-
fer customer routes over peer/provider routes, since cus-
tomer routes bring in revenue. However, in the general
case, now an AS may coordinate the route selection of mul-
tiple customer-reachable destinations. As for those peer-
provider-reachable destinations, now an AS can jointly se-
lect routes for multiple such destinations to load balance,
and to maintain peering traffic ratios.

Specifically, the route selection behavior of each AS i
can be described by ranking functions λC

i and λEP
i . Note

that we use C and EP instead of DC
i and DEP

i as super-

scripts to simplify notation, we will also abbreviate r
DC

i
i as

rC
i , and r

DEP
i

i as rEP
i . Suppose Ai is the set of paths avail-

able to i, then i’s selected route profile r̂i is given by

r̂C
i = arg max

rC
i ∈RDC

i
i (Ai)

λC
i (rC

i ), (1)

r̂EP
i = arg max

rEP
i ∈RDEP

i
i (Ai)

λEP
i (rEP

i ). (2)

In other words, AS i’s routing decision for customer-
reachable destinations depend only on the routing decisions
for its other customer-reachable destinations, and are in-
dependent of the routing decisions for its peer-provider-
reachable destinations. Similarly, AS i’s routing decisions
for its peer-provider-reachable destinations are independent
of that of its customer-reachable destinations. When the
routing decisions of AS i are decomposed for customer- and
peer-provider-reachable destinations, we say that it follows
the standard joint-route preference policy.

We now show the pleasant but surprising result that
egress route selection for interdomain traffic engineering in
the current Internet is stable. In order to do so, we note that
there exist two BGP subsystems in the network. The first
BGP subsystem is SC = (G,pt, σ, DC , P̃, PC), where DC

i
is the set of customer-reachable destinations for AS i, and
PC

i = ∪d∈DC
i
RC

i→d is the set of all customer routes of AS i.

The second BGP subsystem is SEP = (G,pt, σ,D, P̃, P̃).
It is easy to see that SC is self-contained. Given any sta-
ble route selection r̂C for SC , SEP |rC=r̂C is also self-
contained. Therefore, we can establish the BGP protocol
convergence for the whole network through sequential com-
position of these two self-contained BGP subsystems:

Theorem 4 The network has a unique stable route selec-
tion which BGP is guaranteed to converge to, and is guar-
anteed to be robust, if the following conditions hold:

1. there is no provider-customer loop in the network;

2. all ASes have fixed typical export policies;

3. the routing decisions for customer-reachable and peer-
provider-reachable destinations follow the standard
joint-route preference policy.

Proof: We shall prove by sequential composition of
two self-contained BGP subsystems that the network has a
stable network route selection which BGP is guaranteed to
converge to, and that the network is guaranteed to be sta-
ble. For a proof of uniqueness of the stable network route
selection, please refer to the proof in [46].

Let P̃i be the set of all possible paths for As
i. The first BGP subsystem we consider is SC =
(G,pt, σ, DC , P̃, PC), where DC

i is the set of customer-
reachable destinations for AS i, and PC

i = ∪d∈DC
i
RC

i→d

is the set of all customer routes of AS i.
The BGP subsystem SC is self-contained. Consider

an arbitrary AS i and an arbitrary d ∈ DC
i . By def-

inition of DC
i , there exists at least one customer route

P = (vk, vk−1, . . . , v0) with vk = i and v0 = d, where



each link (vi, vi−1) is a provider-customer link, for i =
k, k − 1, . . . , 1. Initially, AS d has a trivial customer route
(d) to itself. Since each AS prefers customer routes strictly
over peer/provider routes, it can be shown by induction that
AS i eventually will get a customer route to d.

There is no P-cycle in the P-graph of SC . Suppose for
the sake of contradiction that there is a P-cycle. We will
show that there is a PC-loop in this case. Since the two
partial route profile connected by an improvement edge are
of the same AS, it suffices to consider the sub-path edges
on a P-cycle. Consider an arbitrary sub-path edge on the
P-cycle from a partial route profile r̃k

u to r̂l
v . AS v must be

a customer of u, because any link on a customer route is a
provider-customer link. Thus if we follow the P-cycle and
examine all the sub-path edges along our way, we will get a
PC-loop, which is a contradiction.

By Corollary 3, BGP protocol will converge on SC .
Thus each AS i will have a stable partial route profile to
destinations in DC

i .
Denote by r̂C any stable route selection for SC .

The second BGP subsystem we consider is SEP =
(G,pt, σ,D, P̃, P̃). It is easy to see that SEP |rC=r̂C is triv-
ially self-contained for any stable route selection r̂C .

We shall prove that the P-graph of SEP |rC=r̂C does not
contain a P-cycle. Suppose for the sake of contradiction that
there is a P-cycle. We will show that there is a PC-loop in
this case. Again, it suffices to consider the sub-path edges
on the P-cycle. Consider an arbitrary sub-path edge on the
P-cycle from a partial route profile r̃k

u to r̂l
v .

We first note the fact that r̂l
v cannot be AS v’s partial

route profile to customer-reachable destinations. Otherwise,
by applying similar argument as for SC , we can show that
all sub-path edges on the P-cycle are from a provider to a
customer, which contradicts the assumption that there is no
PC-loop. This fact also implies that v cannot be a peer u,
because if r̃k

u(d) is a peer route for u, the sub-path r̂l
v(d)

must be a customer route for v. Thus v can only be a
provider of u. If we follow the P-graph and examine all
the sub-path edges along our way, we will get a PC-loop,
which is a contradiction.

By Corollary 3, BGP protocol will converge on
SEP |rC=r̂C for any stable r̂C . Thus each AS i will have a
stable partial route profile to destinations in Di. But in this
case, a partial route profile to Di is exactly the complete
route profile for i. Thus we have shown that BGP protocol
converges for the whole network on all destinations.

In addition, it is not hard to see that the above proof holds
even with arbitrary link/node failures, thus the network is
robust.

Note that when a network satisfies the conditions in the
preceding theorem, there exists a unique stable route selec-
tion; therefore, this stable route selection is trivially Pareto
optimal.

Note also that in the preceding theorem we require that
customer routes are strictly preferred over peer routes; i.e.,
customer routes � peer routes. One might suspect that the
above theorem still holds if customer routes � peer routes.
However, Figure 3 gives a counter example, where all but
the standard joint-route preference condition are satisfied.

As an application of Theorem 4, next we show that
the recent trend of using smart routing to select egress
routes does not introduce routing instability. Specifically,
in [21], Goldenberg et al. propose algorithms to coordinate
the egress route selection for multiple destinations to opti-
mize performance under cost constraint. Using simulations,
they show that their algorithms do not introduce instability.
The focus of their paper is on stub ASes. Below, we show
that if the conditions stated in Theorem 4 are satisfied be-
fore ASes adopting smart routing, then the conditions still
hold when multihomed stub ASes adopt smart routing al-
gorithms; thus, such algorithms do not introduce instability.
First, adopting smart routing algorithms does not change the
network topology; therefore, the first condition still holds.
Second, adopting smart routing algorithms does not change
the export policies. Third, a multihomed stub AS has only
providers; therefore, its routing decisions, although coordi-
nated, are inherently decomposed. Last, a multihomed stub
AS follows the joint-route preference policy since it has
only provider-routes to reach other destinations. To summa-
rize, all of the conditions still hold when multihomed stub
ASes adopt smart routing algorithms. Therefore, multi-
homed stub ASes adopting smart routing algorithms do not
introduce routing instability. When non-stub ASes adopt
smart routing, Theorem 4 suggests that a possibility for the
smart routing algorithm to maintain stability is to observe
the standard joint-route preference policy.

5. Simulation Studies of Route Selection for In-
terdomain Traffic Engineering

The preceding sections analyze the stability of route se-
lection for interdomain traffic engineering and prove that
convergence and uniqueness of route selection can be guar-
anteed when there is no provider-customer loop, and all
ASes follow the typical export policy and standard joint-
route preference policy.

In this section, we complement the preceding analysis by
investigating the likelihood of instability when the policies
and no-PC-loop condition are violated.

5.1. Methodology

We first present our methodology. Specifically, we de-
rive a necessary and sufficient condition to uniquely de-
termine provider-customer relationships. We then use this
condition to infer Internet topology. Simulation setup is also
described in this section.

5.1.1 Inferring AS topology

We construct an Internet AS topology from multiple van-
tage points by using the aggregated BGP tables of Route-
views [38] and Looking Glass servers [31]. Specifically,
we remove prepended AS numbers from the AS paths in
the BGP table and filter out the paths with loops. We then
construct an undirected AS-level topology graph as follows.
Each AS has a unique node in the graph, and there exists an
edge between two AS nodes if they ever appear in pair in an



observed BGP route. The edges in this graph represent the
connectivity among ASes.

We next infer business relationships among ASes to pro-
duce the AS business-relationship graph, denoted by Gb.
Our inference of Gb consists of three steps. Firstly, we take
the approach in [40] to infer peer relationships. Secondly,
we infer provider and customer relationships for the remain-
ing edges. Lastly, we remove edges with unknown relation-
ships and label the remaining edges with the inferred rela-
tionships accordingly. In particular, in the second step, we
construct a business-relationship inference graph, denoted
by Ginfer, to infer provider-customer relationships. In [3],
Battista et al. map the inference of provider and customer
relationships as a 2SAT problem. However, their method
infers just one satisfiable solution. Thus, when the inferred
business relationship between a pair of neighboring ASes
is different from verification, it is unknown whether the er-
ror is due to ambiguity (i.e., non-unique solutions) or model
error. To overcome this problem, we construct a business-
relationship inference graph as follows. Each pair of neigh-
boring ASes, i and j, has two corresponding vertices in
Ginfer: vij and vji, where the vertex vij represents that i is
a provider of j, while vji represents that j is a provider of i.
We say that vij and vji are mirrors of each other. There exist
edges between vij and vjk in Ginfer if and only if (i, j, k)
or (k, j, i) appears as a segment of an observed route. In
other words, from each route, we take all 3-tuple segments
(i, j, k) and add two directed edges to the inference graph:
one is from vij to vjk, and the other from vkj to vji. The
directed edge from vij to vjk encodes the fact that if i is a
provider of j and (i, j, k) appears as a route segment, j must
be a provider of k because of the no valley constraint. Given
this construction and applying the result in [2], we have the
following necessary and sufficient condition to check if the
business relationship between a pair of neighboring ASes is
uniquely determined:

Theorem 5 If all routes are valley-free, and ASes have only
provider-customer relationships, then AS i is a provider of
j if and only if in Ginfer, vertex vji has a path to its mirror
vertex vij and vij has no path back to vji.

We apply the preceding theorem on Ginfer to infer
provider and customer relationships. We find that 85% of
AS relationships can be uniquely determined. In order to
validate our inference results, we compare the set of in-
ferred customers of AT&T using our approach with that us-
ing the approach in [18], where Gao verified with AT&T
that 96.3% of AT&T-related relationships were correctly in-
ferred. Our comparison shows that 98.8% of our inferred re-
lationships are consistent with those using Gao’s approach.
We further validate our results by conducting email surveys
with randomly selected regional transit ISPs. The results
of the surveys show that all the inferred provider-customer
relationships are correct.

In order to make the simulations more efficient, we iter-
atively remove 6157 single-homed ASes whose route selec-
tion will not affect that of others. The remaining AS graph,
denoted by G′

s, has 13,048 ASes and 37,999 links and is
used in our simulations.

We observe that the inferred network topology G′
s has

about 1.3% of ASes involved in PC-loops. We further
find that PC-loops are introduced because some customers
carelessly provide transit services for their providers, and
these customers are inferred as providers as a result. Note
that in this section PC-loops are not defined by the real AS
business relationships; instead, they are defined by the busi-
ness relationships inferred from observed routes determined
by the export policies. Note also that the existence of PC-
loops does not invalidate Theorem 5 since the aggregated
BGP table used to construct Ginfer is not complete; there-
fore, the business relations of each link along a PC-loop
may still be uniquely determined by applying Theorem 5.

To remove the PC-loops, we take into account the com-
mon belief that providers typically have more neighbors
than their customers. Specifically, we first locate all the
PC-loops in the graph. Then, for each PC-loop, we com-
pute for each link along the loop the ratio of the provider’s
degree and the customer’s degree, and iteratively remove
the link with the lowest ratio, until there is no PC-loop. We
denote by Gs the induced subgraph of G′

s after breaking all
PC-loops. G′

s is only used to evaluate the impact of PC-
loop on routing stability through simulation, and Gs is used
in all other simulations.

5.1.2 Simulation setup

An important component of our simulation studies is route
ranking tables. For AS i who does not coordinate the
route selection of multiple destinations, we use the sub-
jective routing framework to construct its route ranking ta-
ble [11]. The subjective routing framework is motivated by
the observation that different ASes often use different per-
formance metrics in comparing routes. Thus, in this frame-
work, there is a set M of performance metrics assigned to
each link. Each AS computes the cost of a route using its
own set of weights. Specifically, AS i has a set of weights,
Wi = {wi,m|m ∈ M}, where wi,m is the weight associ-
ated with the performance metric m. Note that wi,m = 0
if i is not concerned with the metric m. Let C

(m)
l be the

value of metric m at link l. Given a route ri→d from AS
i to destination d, AS i computes the cost of this route as
c(ri→d) =

∑
m∈M wi,m

∑
l∈ri→d

C
(m)
l . For each destina-

tion, AS i chooses the route with the lowest subjective cost
as its best route for that destination.

For an AS i who coordinates its route selection of mul-
tiple destinations, we construct its ranking table as follows.
First, for each destination d, we compute the set Ri→d of
all feasible valley-free routes from i to d in Gs, assuming
all ASes have typical export policies. Then we construct the
set of all possible route profiles Ri =

∏
d∈D Ri→d. For ef-

ficiency, we do not explicitly store Ri; instead, we store
just the set of all feasible routes to all destinations (i.e.,
∪d∈DRi→d), and assign a unique ID to each route in this
set; therefore, we represent a route profile using a set of IDs
corresponding to the routes in the route profile. Finally, we
construct the ranking table of AS i by randomly permuting
the entries of Ri.

We implement our own event-driven simulator to study



the stable route selection problem for interdomain traffic en-
gineering. It simulates BGP protocol process such as route
import/export, route announcement/withdrawal, and so on.
Each AS selects its routes as described above. We also add
random delays to route import/export events in order to sim-
ulate network asynchronousness. In each experiment, we
randomly choose a set of ASes as destinations, and all other
ASes exchange routes to these destinations.

To detect instability, for each AS, our simulator keeps a
history of its selected route profiles. Specifically, according
to its route selection history, each AS constructs a directed
stability graph with each node representing a unique route
profile and each directed edge representing a temporal tran-
sition between two route profiles. An AS has no stable route
selection if all nodes of the stability graph are in one single
strongly connected component. Hereafter, we refer to such
ASes as unstable ASes. Since this condition is a sufficient
condition, we may underestimate the extent of instability.
In order to avoid taking initial route exchanges as unsta-
ble route selection, we wait for a long enough time before
checking instability. Specifically, we start to keep a history
of previous best route profiles for each AS after 500 sec-
onds in simulation time when all ASes have routes to all
destinations. We start to check the instability condition for
each AS every 20 seconds in simulation time after the rout-
ing history starts. We run the simulation for 7,000 seconds
in simulation time so that the number of ASes identified as
unstable does not change any more, and take this number as
the number of unstable ASes.

5.2. Routing Instability when Each Destination Is
Routed Separately

We start our study of routing instability when no AS co-
ordinates its route selection. Although the focus of this pa-
per is on routing instability caused by coordination of route
selection, since there is no previous simulation study on the
single destination case, we conduct the first set of experi-
ments as reference points. In our simulations, we randomly
choose a destination AS that originates route announce-
ments. The remaining ASes follow BGP protocol process
to select the best route with the minimum subjective cost to
the chosen destination. We then repeat the experiment with
different random seeds and obtain the cumulative fraction
of unstable ASes.

Our first experiment uses the topology with PC-loops,
i.e., G′

s, to study routing instability. In this experiment, all
ASes have typical export policies, and strictly follow the
standard individual-route preference. However, due to the
existence of PC-loops, we still observe unstable ASes. Fig-
ure 8(a) shows the empirical cumulative distribution of the
number of unstable ASes obtained from our experiments.
We also conduct a distribution fitting and find that the ex-
treme value distribution best fits the empirical one. Fig-
ure 8(b) also plots their density functions. To confirm that it
is PC-loops that causes instability, we repeat the same ex-
periment using Gs, where all PC-loops are removed, and
we do not observe any instability in simulations.

Our second experiment uses the PC-loop-free topology,
Gs, to study routing instability when ASes violate the stan-

dard individual-route preference. In this experiment, ASes
have typical export policies. Each AS violates the standard
individual-route preference with probability pv = 0.03; for
instance, with both a customer route and a peer route to a
destination, an AS chooses the peer route instead of the cus-
tomer route with probability 0.03. This probability is cho-
sen because we observe that at most 3% of prefixes have
routes violating the standard individual-route preference in
the current Internet [46]. In order to study the impact of the
violation probability on the number of unstable ASes, we
also repeat the experiment with doubled violation probabil-
ity pv = 0.06.

Figure 9(a) shows the empirical cumulative distributions
for both experiments. Similarly, we conduct a distribution
fitting and find that the negative binomial distribution best
fits them. We also plot in Figure 9(b) the density functions
of both distributions for the case where pv = 0.03. We
observe that the number of unstable ASes increases when
pv is doubled. In particular, we find that on average, there
are 43 unstable ASes when pv = 0.03; when the viola-
tion probability is doubled, the average number of unstable
ASes is more than doubled to 95. Comparing this experi-
ment with the preceding one, we also observe that violation
of the topological condition is more likely to lead to routing
instability.
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stable ASes due to violation of the standard
individual-route preference.

5.3. Routing Instability Caused by Route Coordi-
nation

Finally, we investigate routing instability caused by co-
ordinated route selection of multiple destinations.



We start with a candidate set consisting of a randomly
chosen Tier-2 AS. We then randomly choose the neighbor-
ing ASes of the candidates with probability 0.5 as the ASes
that coordinate their route selections, and add them to the
candidate set. This process continues until the set consists
of enough number of ASes. We choose the candidate ASes
in this way to model a scenario where ASes are more likely
to coordinate route selections when their neighbors are do-
ing so. We also limit our choice of candidate ASes to Tier-2
and Tier-3 ASes since Tier-1 ISPs are very cautious and less
likely to actively coordinate their routes to achieve some
traffic engineering objectives. To investigate the potential
seriousness of the problem, we setup the experiments so that
only 40 ASes coordinate route selection for only 2 destina-
tions and violate the standard joint-route preference policy.
All remaining ASes select routes for each destination sepa-
rately.

We study the following two cases: (a) the remaining
ASes strictly follow the standard individual-route prefer-
ence; and (b) the remaining ASes violate the standard
individual-route preference with probability 0.03. Figure 10
shows the empirical distribution of the number of unstable
candidate ASes for both cases. We conduct a distribution
fitting and find that the negative binomial distribution best
fits the empirical distributions, as shown in the figures. We
observe in case (a) that in worst cases, almost all 40 can-
didate ASes are unstable in the network. This result is sur-
prising in that 40 ASes consist of a very small percentage
(40 out of 13048) of the total number of ASes. Further-
more, 2 destinations are not many destinations. We also
vary the number of ASes who coordinate route selection and
the number of destinations. We observe that the number of
unstable ASes further increases as the number of ASes who
coordinate route selection but do not follow the joint-route
preference policy increases. We also observe in case (b) that
the number of unstable ASes strictly increases when the re-
maining ASes violate the standard individual-route prefer-
ence.
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Figure 10. Distributions of total number of
unstable ASes due to violation of the stan-
dard joint-route preference policy, when the
remaining ASes that do not coordinate route
selections and either (a) strictly follow or
(b) violate with probability 0.03 the standard
individual-route preference.

6. Conclusion

In this paper, we conduct the first systematic study on the
stability and efficiency of using route selection to achieve
interdomain traffic engineering objectives. We identify that
interdomain traffic engineering requires that route selection
be coordinated among multiple destinations and that coor-
dinated route selection can introduce routing instability and
inefficiency. We show the surprising result that the interac-
tion of the routing of multiple destinations can cause routing
instability even when the routing of each destination indi-
vidually does have a unique solution. We propose a general,
simple model to capture the fundamental feature of coordi-
nated egress route selection behaviors for interdomain traf-
fic engineering and construct P-graphs to derive a sufficient
condition to guarantee convergence and existence of stable
route selection. Taking into account constraints imposed by
Internet business considerations, we show the pleasant but
surprising result that egress route selection for interdomain
traffic engineering in the current Internet is stable if there
is no provider-customer loop, and all ASes follow the typ-
ical export policy and the standard joint-route preference
policy. We complement our analysis using simulations to
investigate the likelihood of instability when the conditions
are not satisfied. Our simulations based on realistic Inter-
net AS topology show that if the policies are violated, even
when a small number of ASes coordinate their routes for
just two destinations, instability could happen.
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