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Abstract 

 
Position-based routing protocols in ad hoc net-

works combine a forwarding strategy with a recovery 
algorithm. The former fails when there are void re-
gions or physical obstacles that prevent transmission. 
Then, the recovery algorithm is used to detour the ob-
stacles. To explore the obstacles and find a path 
around them, the earlier recovery approaches con-
struct a planar graph to avoid routing loops. Distrib-
uted algorithms that find planar graphs require accu-
rate knowledge on the location of nodes. The number 
of nodes on a recovery path increases as the node den-
sity increases. Our novel recovery technique operates 
on a grid model of a network. Obstacles are approxi-
mated by adjacent grid elements. We adopt the right-
hand rule, which is common in robotics, to follow the 
perimeter of the discretized obstacle. We do not con-
struct a planar graph. The grid structure reduces the 
positional accuracy required for nodes, and the recov-
ery path length is independent of the node density. 

 
 

1. Introduction 
 

Two types of routing protocols have been devel-
oped for multi-hop mobile ad hoc networks; topology-
based routing and position-based routing. 

Topology-based routing uses the information about 
the links between nodes. A path between two nodes 
consists of a sequence of the links. Some topology-
based routing techniques maintain paths to all destina-
tions in the network, even if the paths are not currently 
used [1]. Other techniques find paths when they are 
needed by using flood messages [2, 3]. In mobile net-
works the paths between sources and destinations may 
change frequently. As paths change more frequently, 
techniques that maintain all paths must exchange more 
information, and techniques that only maintain active 
paths must flood the network more frequently. Besides, 
as the number of nodes or the path length increases in 

large networks, the topology-based techniques incur 
significant routing overhead. 

Position-based routing, which we use interchangea-
bly with geographic routing, can be an alternative 
technique for the large network or the rapidly changing 
network. In geographic routing, the routing decisions 
are made locally based on the physical position of the 
forwarding node’s neighbors and not all of the nodes in 
the network. In addition, geographic routing is more 
robust as nodes move because it does not route through 
predetermined intermediate nodes. In the remainder of 
this paper, we focus on geographic routing techniques. 

There are four distinct problems in geographic rout-
ing: 1) Determining the physical location of nodes. 
This can be accomplished by using the satellite Global 
Positioning System (GPS), or by using triangulation 
techniques among terrestrial nodes. It is difficult to 
measure precise locations because of noise and random 
movements of nodes. 2) Determining the location of 
the destination. Flood messages and location services 
[6] are two alternative techniques for locating a desti-
nation. 3) The forwarding strategy, which selects the 
next forwarding node that makes progress toward the 
destination [5, 7, 8, 9]. Greedy forwarding [5], which 
chooses a single-hop neighbor that is closest to the 
destination, is widely used to minimize the number of 
hops. 4) The recovery algorithm that is used to find a 
path when the forwarding strategy fails. Flooding is a 
simple recovery technique, but more efficient recovery 
algorithms have been proposed [4, 9, 10]. 

In this paper, we propose a forwarding rule and a 
recovery algorithm that are based on a novel model of 
the wireless ad hoc network. We assume that the first 
two problems are solved by any of the existing tech-
niques. 

In practical networks, the recovery algorithm 
dominates the performance of the geographic routing. 
In our simulations on the campus of Columbia Univer-
sity where there are buildings that block radio commu-
nications and temporary obstacles that occur when 
there are no forwarding nodes in a region, we found 
that about 95% of the messages experience local dead-
ends, when the average number of neighbor nodes is 



6.5. Without the recovery algorithm, they would fail to 
get to the destination. 

In general, recovery algorithms partly adopt the 
Face routing technique [9, 10, 16]. The recovery algo-
rithm takes over from the forwarding algorithm when 
the message is stuck at a local dead-end. The message 
circumnavigates the obstacle until a node is found that 
is closer to the destination than the local dead-end, then 
the forwarding algorithm resumes. This approach is 
similar to the navigation technique in robotics. How-
ever, in radio networks the simple algorithms [20] that 
are used to detour around obstacles in robotics may 
have routing loops. A robot may run along the perime-
ter of an obstacle touching the wall (with its right 
hand), while a message must jump from node to node. 

Karp [4] has shown that the right-hand rule is loop-
free in the multi-hop radio network if we apply the rule 
on a planar graph, which has no crossing edges. He has 
shown that either Relative Neighborhood Graph 
(RNG) or Gabriel Graph (GG) can be used to construct 
a planar graph in distributed fashion from non-planar 
graphs of the network. However, in order to construct 
the planar graph, we must accurately know the position 
of the nodes. It is very difficult to track the precise 
location of nodes in a mobile network. Recently, Seada 
[22] and Kim [21] showed that RNG or GG may not 
produce a correct planar graph in the practical network 
with location and link errors. Moreover, in dense net-
works the planar graphs lead the message to many in-
termediate nodes, which may be skipped, and produce 
unnecessarily long recovery paths. Recently, Gao [11] 
and Li [12] proposed using a Delaunay triangulation 
graph to construct a better planar graph that produces 
shorter recovery paths. However, this complicated 
technique requires communication overhead to con-
struct and maintain the graph. 

In this paper, we propose a model that eliminates 
the need to construct a planar graph. The network is 
logically partitioned into a grid, and obstacles are ap-
proximated by adjoining grid elements. In the recovery 
phase, the message circumnavigates the obstacle by 
simply following the outer grid elements of the discre-
tized obstacle. Our Grid-based Right-Hand Rule (here-
after Grid RHR) enables the message to trace the 
boundary grid elements of the obstacle without routing 
loops. The advantages of this novel technique are: 1) It 
is less sensitive to the position of nodes than the earlier 
rules because the algorithm is applied to grid elements 
rather than individual nodes. 2) When the recovery rule 
transfers messages between adjacent grid elements, the 
Grid RHR is loop-free, and we do not have to explic-
itly construct a planar graph with the individual nodes. 
3) The Grid RHR uses fewer hops to trace the bound-
ary of an obstacle because we can transmit to nodes 
that are up to a transmission distance away. 4) The 

Grid RHR statistically distributes traffic between the 
nodes in a grid element, instead of always selecting the 
same nodes that are closest to the boundary. 

The grid-based forwarding and recovery techniques 
are integrated into a geographic routing protocol, 
which we call Robotic Routing Protocol (RRP). We 
selected the name because the message in the network 
is analogous to a mobile robot that finds a good path to 
its goal in an unknown maze. RRP is a Greedy-Face-
Greedy (GFG) type protocol that combines a greedy 
forwarding rule with Grid RHR. The greedy forward-
ing rule of RRP also reflects our network model. It 
determines the next forwarding cell, not a node. The 
message can be forwarded to any node in the next for-
warding cell. In our simulations, RRP traverses half as 
many intermediate nodes as Greedy Perimeter Stateless 
Routing (GPSR) [4] over a broad range of node densi-
ties. 

Since our grid network model makes it easy to es-
timate and process arbitrary obstacles, it can be used to 
study a new type of geographic routing that uses the 
information about obstacles in the network. For in-
stance, better paths that avoid the obstacles can be 
found and used when multiple messages are transmit-
ted between a source and destination. Just as a mouse 
in a maze can find shorter routes on successive runs, 
our messages can take shorter paths on successive runs. 
The shorter paths that consist of geographic landmarks 
to avoid obstacles are less affected by mobility than the 
topology-based shortest paths because the obstacles do 
not change as rapidly as the paths between individual 
nodes in the network. 

This paper is organized as follows: Section 2 sur-
veys related work. Section 3 presents our network 
model. Section 4 describes grid-based routing tech-
niques including Grid RHR and Cell-based forwarding 
rules. Section 5 shows our simulation results. Section 6 
discusses future work. 

 

2. Related work 
 
This section briefly surveys forwarding strategies 

and recovery algorithms of geographic routing. 
Most forwarding rules decide the next forwarding 

node when given positions of the neighbors within 
radio transmission range. Most Forward within Radius 
(MFR) [7] chooses the node that makes the greatest 
progress on the line between the current node and the 
destination. Nearest with Forward Progress (NFP) [8] 
selects the nearest neighbor node with forward pro-
gress to minimize message conflicts. Greedy forward-
ing [5] selects the node that is closest to the destination 
to minimize the number of hops. Peculiarly, Beacon-
Less Routing (BLR) [13] forwards the message with-
out the positions of the neighbors. In BLR, the receiv-



ers compute the distance from the sender and deter-
mine the forwarding of the message with some delay. 
Other forwarding rules are found in [8, 9, 19]. These 
forwarding rules cannot guarantee the message deliv-
ery because of local dead-ends. Consequently, recov-
ery algorithms that allow backward progress are re-
quired. 

To recover the message from local dead-ends, the 
earlier researchers took simple approaches. Flooding is 
proposed in [14]. Existing topology-based routing 
techniques such as DSR [2] or AODV [3] are partially 
employed in [15]. These algorithms may increase the 
message delivery rate but they undermine the advan-
tages of geographic routing. 

Applying the right-hand rule on a planar graph has 
become a prevalent recovery technique since Karp [4] 
and Bose [16] independently proposed it. A planar 
graph produces the boundary path of obstacles that the 
message can follow without routing loops. This tech-
nique is similar to Face routing [9, 10, 16]. A key to 
these techniques is to efficiently construct and maintain 
a planar graph. Either RNG or GG constructs a planar 
graph using local information. The Restricted Delau-
nay Graph (RDG) that Gao proposes in [11] also 
makes a planar graph. RDG produces a shorter bound-
ary path than that of RNG or GG, but many messages 
should be exchanged among neighbors to determine a 
local planar graph. These planar graph techniques are 
too location-sensitive to be used in practical networks 
where location errors and link losses often occur. In the 
practical network the constructed planar graph may 
have crossed edges or split the network. Recently, Kim 
[21] proposed Cross-Link Detection Protocol (CLDP), 
which constructs a planar graph by probing each link 
and removing crossed edges. This approach fixes some 
problems with the geometric planar graph, but the 
probe messages cause communication overhead, which 
increases severely in the dense network or in the rap-
idly changing network. 

Some researchers have tried to shorten the recovery 
path length. Actually, the right-hand rule that always 
turns to the right-hand side of the obstacle may take a 

very long boundary path, even though there is a much 
shorter one on the other side. For this situation, Kuhn 
[17] proposes Bounded Face Routing (BFR). In BFR, 
if the message fails to escape from the local dead-end 
within a certain distance, it traces back to the other 
direction. Datta [18] proposes a shortcut algorithm in 
which the forwarding node predicts the next few hops 
on the path and sends the message directly to the last 
node within its transmission range. This technique in-
creases the routing table size at each node. 

Grid RHR proposed in this paper is a localized re-
covery algorithm that does not explicitly construct a 
planar graph. The grid structure is a planar graph in 
itself. The message can detour the obstacle without 
routing loops by following the perimeter of the ap-
proximated obstacle that consists of grid edges. Grid 
RHR most of the time finds a shorter path than the 
shortest boundary path in terms of hop count, inde-
pendently of the node density. 

 

3. Network model 
 
In geographic routing, obstacles make the routing 

rules more complicated and degrade the performance 
of the routing protocol. Unfortunately, the obstacles are 
common situations in practical ad hoc networks be-
cause of geographic features, movements of nodes, and 
limited radio communications range. They are arbitrary 
in their shape and size. In this section, we present a 
network model that facilitates the estimating and proc-
essing of the obstacles. 

We consider the wireless ad hoc network as a field 
that consists of transmission regions and obstacles. In 
the transmission region, the message can make pro-
gress to any direction. Obstacles are impediments that 
prevent messages from being forwarded. 

Obstacles can be permanent or transient. Perma-
nent obstacles may be geographical features of the 
landscape, such as mountains, rivers, or lakes, where 
forwarding nodes cannot be located, or obstructions, 
such as the wall of a building that inhibits radio com-
munications. Temporary obstacles are regions where 
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Figure 1. A network is comprised of obstacles and transmission regions. (a) Obstacles in the trans-
mission region, (b) Approximating obstacles by a grid 



there are currently no nodes that can forward messages. 
Permanent obstacles remain for the life of the network 
but temporary obstacles are continuously changing as 
the nodes move. There is always an obstacle that de-
fines the perimeter of the network; O3 in Figure 1. 

The shape of an obstacle is defined by the position 
of the nodes that cannot forward messages in that di-
rection. The obstacles are irregular, complex, and diffi-
cult to store and process. We will approximate obsta-
cles on a grid structure as in Figure 1(b). The approxi-
mate structure is easier to store and process and is 
more stable as nodes at the edge of the obstacle move. 

In a two-dimensional network the surface of the 
network is logically partitioned into squares with edge 
length dG. In a three-dimensional network, as will oc-
cur in the buildings in a city, the volume is partitioned 
into cubes. In the remainder of this paper, we consider 
two-dimensional networks for simplicity.  

It is assumed that nodes in the network have the 
same transmission radius, dR, and any two nodes within 
dR have a bidirectional link. In the two-dimensional 
network, / 2G Rd d≤ , so that all the nodes in a cell 
are one-hop neighbors and can communicate directly. 
A larger grid size approximates the obstacles roughly 
but we can handle the obstacles with less information.  

A wall is defined as an edge between two cells, CX 
and CY, if none of the nodes in CX can communicate 
with any nodes in CY. A set of walls, if they are con-
nected, represents an obstacle. The obstacle also can be 
represented by a set of adjacent empty cells where any 
link does not cross. Thus, an obstacle can be approxi-
mated to different graphs according to the definition. 

Each node in the network maintains the routing in-
formation about its neighbor cells as well as its one-
hop neighbor nodes. The node knows which neighbor 
cells are empty or occupied, and how to reach the oc-
cupied neighbor cells by associating them with the 
neighbor nodes. Some neighbor nodes may be located 
in the neighbor cells, and some can relay to a node in 
the neighbor cells. The nodes in the network can ac-
quire the routing information by sending “Hello” mes-
sages periodically. The message contains the identities 
of cells that are the sender’s adjacent occupied 
neighbor cells or ones that the sender can reach directly. 
The nodes that hear the message only save the neces-
sary information. As a result, all nodes in the same cell 
have the common knowledge about the occupancy 
state of the 8 adjacent neighbor cells and the direct 
connections to the neighbor cells. 

In this information model, each node maintains its 
single-hop neighbor nodes, but not two-hop neighbors, 
and the node does not store the position of the 
neighbors. The neighbor cell information maintained at 
each node reflects the existence of its two-hop 
neighbors as well as the one-hop neighbors. 

In the practical network with location errors, a node 
at nearby edges of the grid may have a discrepancy 
between its actual cell and the cell where it believes it 
belongs. However, such an error is not likely to di-
rectly affect the routing decision as long as the node 
has the same knowledge on the connections to the 
neighbor cells as the other nodes in the cell. 
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Figure 2. (a) Cell-based forwarding results in the solid 
path and position-based Greedy forwarding in the dot-
ted path, (b) The routing information of intermediate 
nodes. * means a two-hop path. Node s determines the 
next cell C33 which is one of the closest cells to C52 of 
the destination d. There are three paths b, c and f to 
C33. s randomly selects a path among them. 

 

4. Robotic routing rules 
 
This section presents robotic routing techniques 

based on the grid model described in section 3. 
 

4.1. Cell-based forwarding 
 
In the grid model, greedy forwarding strategy is 

applied to the grid cells rather than the individual 
nodes. In this Cell-based forwarding, a node in CX de-
termines the next forwarding cell CN among the 
neighbor cells so that DIST(CN, CD) = min(DIST(CU, 
CD)) for CU ∈ Neighbor_Cells, and DIST(CN, CD) < 
DIST(CX, CD). CD is the destination cell and DIST cal-
culates the Euclidean distance between two centers of 
the cells. Once the next forwarding cell is determined, 
the message can take any path to the cell. Figure 2 
shows an example of Cell-based forwarding. 



Cell-based forwarding is similar to Random For-
ward Progress (RFP) [19] in that it randomly selects 
the next node, and similar to Greedy forwarding in that 
it determines the next cell so that the message can 
make the greatest progress toward the destination. 
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Figure 3. An example of the simple Grid RHR, (a) Logi-
cal movements, (b) Practical exploration, (c) The rout-
ing information of forwarding nodes. 

In Cell-based forwarding, the size of the routing ta-
ble at each node is bounded to a certain number. When 

/ 2G Rd d= , if a node maintains its neighbor cells 
within two hops, the number of the potential neighbor 
cells is at most 45 independent of the node density. 
However, in the dense network where most cells are 
occupied, maintaining only the 8 adjacent neighbor 
cells is enough to route messages because the message 
can make progress to any direction. 

 
4.2. Grid-based recovery algorithms 

 
In radio networks, the right-hand rule that is used to 

follow the wall of obstacles in robotics may mislead 
the message into the wrong boundary path when 
straightforwardly applied to individual nodes. This 
problem can be resolved by predicting the boundary 
path with the extended information up to two-hop 
neighbors, or by taking a smaller step into the suspi-
cious area where there may be a narrow path to the 
destination. In our grid model, however, the right-hand 
rule cannot be applied to individual nodes because the 
nodes do not store the positions. Instead, we apply the 
right-hand rule to the grid structure. For a brief intro-
duction, consider a network logically partitioned into a 
grid. If two grid cells are respectively occupied and 
directly connected, the edges between the two cells are 
removed. Then, the remaining edges form graphs that 
approximate obstacles. Now, the message can trace the 

border of the approximated obstacle as a micro-mouse 
does in a maze. The remainder of this section explains 
how this Grid RHR works. 
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Figure 4. (a) Simple Grid RHR fails in three cases 
(w1,w2,w3), (b) Modified rules may produce undesired 
paths. 

 
4.2.1. Simple Grid RHR. The graphs that approximate 
obstacles in the grid model consist of horizontal and 
vertical edges. The outer edges of the graph form a 
cycle if they allow a bi-directed walk. Therefore, when 
the message follows the outer edges, it can explore the 
obstacle without routing loops and eventually returns 
to the start place. Simple Grid RHR uses these inherent 
properties of the grid structure. 

In the simple Grid RHR, the message is allowed to 
move in four directions: forward, backward, left, and 
right, as a micro-mouse moves in a maze. Figure 3 
shows an example. The message moves logically as in 
Figure 3(a), but practical shortcut paths may be used as 
in Figure 3(b), which is possible because the 
forwarding nodes completely know the occupancy 
state of the adjacent neighbor cells. 

This recovery technique is very simple but the 
message may fail to follow the boundary of the 
obstacle in specific topologies. In Figure 4(a), the 
message cannot move in the diagonal directions or 
jump over the empty cells, which result in a split of the 
network. To fix the problems, we can extend the 
forwarding range up to 20 adjacent neighbor cells, 
which covers all neighbor cells that the message can be 
directly transfered when / 2G Rd d= . Then, the right-
hand rule is applied to the centers of the occupied 
neighbor cells. However, the modified rules may 
produce undesired paths as in Figure 4(b), where node 
z sees C11 within its forwarding range and selects it 



because it is the first cell counterclockwise from the 
previous cell C12.  

 
4.2.2 Grid RHR. We can fix the problems of the sim-
ple Grid RHR by 1) extending the forwarding range, 
and by 2) preventing the message from returning back 
to the old route. 

1) In addition to the eight adjacent cells of Ci,j, the 
neighbor cells that are directly reachable from a node 
in Ci,j are considered for message forwarding. All these 
neighbor cells define a neighbor map of Ci,j, which is a 
subset of the shaded region in Figure 5. This map con-
tains all potential cells where the message came from 
and can be transferred. Thus, the message can move in 
any direction and jump over the empty cells. 

2) The message remembers its explored path so that 
it cannot cross or return to the path later. The path is 
represented by a sequence of cells the message has 
passed. However, it is difficult to determine the passed 
cells because the message arbitrarily crosses over the 
grid cells. We tried to define the path as the sequence 
of the cells where the line between two centers of the 
previous and current cells intersects. The consequent 
path, however, often prohibits some potential next cells 
from being selected. For this reason, we define mes-
sage move patterns as in Figure 5. For example, when 
a message is transferred from Ci+1, j-2 to Ci,j, it is con-
sidered to move through Ci+1, j-2, Ci, j-2, Ci, j-1, Ci,j, and 
this sequence is added to the explored path. The pat-
terns are defined so that the path cannot exclude any 
potential forwarding cells. The defined patterns in Fig-
ure 5 are enough to describe any movements of the 
message because they cover all possible neighbor maps 
of Ci,j when / 2G Rd d= . If / 2G Rd d< , new patterns 
should be defined for the increased set of potential 
neighbor cells. 

In Grid RHR, the message is allowed to go back to 
the previous cell when it is the only path where the 
message can move. In this case, the old path is ignored 
because it may prevent the message from making pro-
gress, and the new path history begins at the node 
where the message turns back. 

It is not necessary for the message to remember the 
entire explored path. The cells that are unreachable 
from the current cell do not affect the routing decision. 
Therefore, the message contains at most the latest cells 
corresponding to the shaded region in Figure 5. 

C
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Figure 5. Message move patterns defined. 

After the message has explored the whole obstacle, 
it should be able to stop. For the stopping rule, we use 
the first two cells on the path. If the message returns to 
the first cell and is to be forwarded to the second cell 
on the path, then it stops the exploration. It means that 
the message has explored the whole circumference of 
the obstacle. 

Grid RHR is summarized as follows. Given a mes-
sage with its path history P, node x in CX determines 
the next forwarding cell CN by the following proce-
dure: 

 
Step1. S=P, and a variable CU is set to the latest cell on 

the path P. 
Step2. Among the 8 adjacent cells, x determines the 

first cell CV counterclockwise about CX from CU 
so that X VC C does not cross any cell in S. 

Step3. If CV has any node, CN = CV and go to step 6. 
Step4. If CW exists that X WC C  intersects CV and not 

any cell in S, then CN = CW and go to step 6. 
Step5. S = ∅ , CU = CV, and go to step 2. 
Step6. If NC P∈ , P = ∅  and { }XP C C= → N  else 

{ }( X NP Neighbor_Map P C C= ∪ )→ . Forward the 
message to CN. 

 
5. Simulation results 

 
We design two experiments to test and evaluate 

grid-based techniques presented in the previous sec-
tions. Through these experiments, Grid RHR is com-
pared with the well-known RNG planar graph based 
recovery algorithm (hereafter GPSR recovery algo-
rithm). Some other recovery algorithms are qualita-
tively discussed. We analyze the simulation results 
mainly by two decisive metrics, the recovery path 
length and overhead needed to find the path. The mes-
sage delivery success rate is another critical metric for 
the comparison. We confirm that both Grid RHR and 
GPSR recovery algorithm guarantee to find a recovery 
path in the connected static network. 

For these simulations, we randomly deploy hun-
dreds of nodes over the Columbia campus map, where 
buildings are permanent obstacles and temporary ob-
stacles may occur too. To observe basic behaviors of 
the robotic routing techniques, the experiments are 
performed in the static network. 

For the robotic routing rules, we assume that each 
node knows its neighbor map, which is defined in sec-



tion 4.2.2, as well as its single-hop neighbor nodes. 
The neighbor nodes are associated with the neighbor 
cells of the map. For GPSR, we assume that each node 
knows the physical position of itself and its single-hop 
neighbor nodes. Since the nodes in the network know 
their own physical position, the above assumptions for 
each protocol can be made at the same cost of “Hello” 
message exchanges. Therefore, it is not necessary to 
count those messages for the comparison, when we 
ignore a difference in the message length. For other 
assumptions, we follow the grid model presented in 
section 3. 

(a) GPSR recovery algorithm (161 hops)                      (b) Grid RHR (46 hops) 
Figure 6. 900 nodes are deployed around a 500x500 square unit obstacle. The average number of 
neighbor nodes is 16. Grid RHR needs far fewer hops to go around the obstacle. 

 
5.1. Experiment 1 

 
In this experiment, we measure how many hops re-

covery algorithms need to go around an obstacle ran-
domly generated. The simulation results are compared 
by the ratio of the explored path length to the shortest 
boundary path in terms of hop count. 

We experiment with 1000x1000 square unit net-
works where a permanent obstacle of 500x500 square 
units sits inside as in Figure 6. Nodes are randomly 
deployed around the obstacle so that the average num-
ber of neighbor nodes falls in between 3 and 20. A 
consequent obstacle may resemble the permanent ob-
stacle, but most of the time the obstacle is more irregu-
lar and complex in the sparse network. The transmis-
sion radius dR is set to 50 units and the grid size 

/ 2G Rd d= . Two messages leave from a node on the 
border and go around the obstacle by each recovery 
algorithm until they return to the start place. 

The shortest boundary path, which is computed for 
a benchmark, is defined as the shortest perimeter that 
completely surrounds the obstacle and that has no 
nodes inside the perimeter. Each hop of the path should 

not be longer than dR. Multiple shortest boundary paths 
may exist. We omit the shortest boundary path algo-
rithm for lack of space. 
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Figure 7. Comparison of the recovery path lengths 

Figure 7 says that most of the time, Grid RHR leads 
the message to circle the obstacle in a shorter path than 
the shortest boundary path. This is possible because the 
message is greedily forwarded from cell to cell by 
Cell-based forwarding rule, instead of stopping by 
every node on the boundary. This feature is also ex-
plained in Figure 6(b) where some nodes are found 
inside the path explored by Grid RHR, while the mes-
sage in Figure 6(a) stops by every node in the vicinity 
of the border. As a result, Grid RHR uses far fewer 
messages to go around the obstacle than GPSR recov-
ery algorithm. As seen in Figure 7, Grid RHR makes a 
stronger contrast with GPSR recovery algorithm as the 
average number of neighbors increases. At the densest 
simulation network, Grid RHR is about four times as 



        
(a)                                                (b) 

Figure 8. (a) 500 nodes are randomly distributed in the Columbia campus area. (b) Obstacles in the network 

efficient as GPSR recovery algorithm. One desirable 
feature of Grid RHR is that the recovery path length is 
proportional to the circumference of the obstacle, not 
the node density. 

are represented by grid edges. 

Grid RHR chooses hops with longer distances than 
GPSR recovery algorithm. It results in a shorter recov-
ery path, but the longer transmission distances are 
more likely to be very weak in BER. Therefore, the 
Grid RHR messages are more likely to experience re-
transmissions than the GPSR messages in the real net-
work under harsh wireless conditions. 

As we expect, both Grid RHR and GPSR recovery 
algorithm guarantee to find a recovery path in the con-
nected static network where no location errors occur. 
In the practical network, however, a certain level of 
location error is inevitable because the positioning sys-
tem may not be that accurate, and nodes may move 
after sending a “Hello” message or the message may be 
lost. In Grid RHR, the location error may incur the 
wrong routing information about the neighbor cells. 
For example, an empty cell may be believed to be oc-
cupied, and vice versa. Nevertheless, an individual 
location error is not likely to directly affect the cell 
routing information because other nodes probably keep 
connections between the cells, especially in the dense 
network. Besides, the large-area cell covers a discrep-
ancy in the location of nodes to some degree. The ef-
fect of location errors on Grid RHR will be quantita-
tively discussed in future. 

Grid RHR can be compared to some other tech-
niques that accomplish quite short recovery paths, such 
as Restricted Delaunay Graph (RDG) [11] and Local-
ized Delaunay Triangulation (LDEL) [12], which use 
Delaunay triangulation graphs, or CLDP [21], which 
uses the right-hand rule. These techniques find shorter 

paths than GPSR recovery algorithm, but theoretically 
the path cannot be shorter than the shortest boundary 
path. Moreover, their protocol-based approaches bring 
communication overhead in the network. The overhead 
increases severely in the dense network where the con-
structed planar graph is rarely used. Note that Grid 
RHR causes no communication overhead, but it re-
quires the message to contain a bit of the path informa-
tion during the recovery phase. 
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Figure 9. Message delivery rate and obstacle path rate

 
5.2. Experiment 2 

 
This experiment is more comprehensive than ex-

periment 1. We implement two GFG-type protocols; 
GPSR, which combines Greedy forwarding with RNG 
planar graph based recovery algorithm, and RRP, 
which combines Cell-based forwarding with Grid RHR. 
We compare the routing cost of the two geographic 
routing protocols and investigate what largely affect 
the cost in the network with obstacles. 



The simulations are performed in the Columbia 
campus area. From 400 nodes to 1000 nodes are ran-
domly distributed around the buildings as seen in Fig-
ure 8(a). The network size is 750x750 units, and dR is 
set to 43 units so that dG=30 units for convenience. 
Figure 8(b) shows the corresponding obstacles that the 
messages estimate during the recovery phase. 

Two nodes are randomly chosen for a source and 
destination pair, then one node sends two messages to 
the other. One message is routed by GPSR and the 
other by RRP. We repeat this experiment extensively 
changing the network configuration every 20 messages. 
We also change the node density.  

In Figure 9, GPSR and RRP show the same deliv-
ery success rate because their recovery algorithms 
guarantee the message delivery in the connected static 
network. The delivery failure occurs only when the 
source and destination are disconnected. The delivery 
success rate generally increases as the node density 
increases because more nodes get connected with the 
increased number of neighbor nodes. In the practical 
network, however, the message delivery is not guaran-
teed because of location errors and link losses. 

Figure 10(a) compares the routing cost of the two 
protocols. It shows the total number of messages 
transmitted to deliver 100 messages in each network 
with the different node densities. It turns out that RRP 
is about two times as efficient as GPSR. The dotted 
curves represent the number of messages transmitted 
during the recovery mode. In the network with 400 
nodes, 95% of the GPSR messages and 85% of the 
RRP messages are handled by each recovery algorithm. 
It means that the low routing cost of RRP is mainly due 
to Grid RHR. The routing cost of each protocol gener-
ally decreases as the node density increases because 
more nodes get connected and fewer messages go 
around obstacles to find a recovery path that does not 

exist. The sudden increase at 1000 nodes is due to the 
particular topology where the permanent and tempo-
rary obstacles form an irregular large obstacle, which is 
not likely to occur as the node density increases. 
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Figure 10. (a) Comparison of the routing cost, (b) Comparison of forwarding strategies 

In the real networks, the routing cost curves will 
shift upward. GPSR messages are more likely to fail to 
get to the destination because GPSR is more sensitive 
to singular location errors than RRP. Meanwhile, RRP 
messages are more likely to experience retransmissions 
because RRP chooses hops with longer distances, 
which are weaker in BER. 

If GPSR adopts the protocol-based improved re-
covery algorithm, such as LDEL or CLDP, its routing 
cost will be at least the sum of communication over-
head and the routing cost required, assuming that it 
finds the shortest boundary path. Therefore, it is rea-
sonably conjectured that the routing cost of the new 
GPSR is more than RRP’s. 

There is another simulation result in Figure 10(b) 
that compares Cell-based forwarding with position-
based Greedy forwarding. In our simulation networks, 
Cell-based forwarding uses one or two more hops than 
Greedy forwarding, independent of the path length. 
However, the forwarding strategies hardly affect the 
overall efficiency of the routing protocol because they 
take a small portion of the total routing cost. 

 
6. Discussion and future work 

 
In our extensive simulations, RRP is proved to be 

more efficient than GPSR. Another interesting contrast 
between two protocols is that RRP is able to statisti-
cally distribute traffic loads among the nodes in a cell. 
RRP determines the next forwarding cell rather than a 
node, and any node in the cell can be used for the mes-
sage forwarding. In contrast, GPSR protocol is deter-



ministic about selecting the next forwarding node. If 
the source sends successive messages to the same des-
tination, only some specific intermediate nodes will be 
heavily used. This may incur unbalanced power con-
sumption. 

One common problem with GFG-type routing pro-
tocols is that some messages explore the entire bound-
ary of the outside obstacle in order to find a recovery 
path that does not exist. The situation may worsen be-
cause typical applications resend the message when 
there is no reply from the destination within a certain 
time. Therefore, if the message fails to find a path, the 
source needs to be informed of the result in order to 
prevent it from resending the message. Otherwise, the 
obstacle information may be spread over the network 
so that potential sources can decide whether the desti-
nation is reachable or not. 

Another common problem is that the message can-
not use the shortest path in the network with obstacles. 
This problem comes from the advantageous feature of 
geographic routing, that is, the local routing decision 
for the global message delivery. Without the global 
information about obstacles or links in the network, the 
message cannot avoid the obstacle in advance or make 
a wise decision when it is confronted by an obstacle. 

 To resolve these problems, the nodes can use the 
obstacle information. For example, if a source knows 
the shape and location of intervening obstacles be-
tween the destination and itself, the message can avoid 
the obstacles in advance by following some computed 
landmarks. Our on-going study includes this approach. 
We are designing a protocol that finds the geographic 
shortest path in the network with obstacles, by using 
the obstacle information. 

 
7. Conclusion 

 
In this paper, we have presented grid-based tech-

niques for message routing in wireless ad hoc networks. 
We find that there is analogy between the message in 
the network and the mobile robot in a maze. Based on 
this connection, we have designed RRP that consists of 
two routing strategies, cell-based forwarding rules and 
grid-based recovery algorithms. RRP is less sensitive 
to location errors and requires less routing cost than the 
earlier geographic routing protocols. Our extensive 
simulations in the Columbia campus area show that 
RRP reduces the routing cost by about 50% when 
compared to GPSR. 

Our novel network model makes it easy to repre-
sent and process the irregular and complex obstacles in 
the network. Future work will be focused on estimating 
the obstacles and the use of the information in order to 
further reduce the routing cost. 
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